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1 Introduction

The Open Telekom Cloud is an infrastructure-as-a-service service based on OpenStack technology. Telekom provides
customers with access to the Open Telekom Cloud. The Open Telekom Cloud is provided as a public cloud variant.
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2 Services provided by Telekom

21 Place of service provision

The Open Telekom Cloud platform for the EU-DE region is provided from data centers located in Germany. The EU-NL
region is covered by data centers located in the Netherlands.

2.2 Provision of the service

After commissioning, a Tenant with a dedicated logically isolated virtual private cloud will be set up for the customer,
for which the customer will receive its own administrator account. Telekom will provide an automatically generated
initial password. During initial setup, the customer will be emailed the access data and the URL to the self-service-
portal (console) if they do not yet have access to this portal. The customer will also receive an email about setting up
the service (Ready-for-Service email). Upon transmission of this e-mail, but at the latest upon start of use, the service
will be set up. Changes to the configurations under the standard described below can be ordered via Telekom Sales.

2.5 Virtualization — Tenant

A Tenant extends across two physical data centers and up to three availability zones. In order to map the separation of
the different customer areas, a dedicated Tenant is assigned to each customer contract. The Tenant is the topmost
network delimitation and ensures customer separation. A customer may use multiple Tenants.

2.4  Open Telekom Cloud self-service-portal (console)

The self-service-portal (console), as a web application, is only accessible via HTTPS. The customer requires its access
data to log in. As soon as the session is authenticated, the customer can call up the available functions. The Open
Telekom Cloud self-service-portal (console) enables customers to manage its services and allocate available resources
within the assigned Tenants. The Open Telekom Cloud self-service portal (console) is available in English and offers the
following functions:

e Computing

e Control functions for virtual machines (VM) — create, start, stop, restart, delete, prepare image, and
connect to a console (VNC for the remote log-in)

e Storage/Backup
¢ Display, create, edit, monitor, and delete storage volume and backups

¢ Create and manage containers and objects

e Zugang und Sicherheit
¢ Display, prepare, edit, and delete users and user groups
¢ Display, prepare, edit, and delete security groups and rules
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e Observe, create, edit, and delete key pairs

e Activate, manage, and delete multi-factor authentication (MFA)

e Network
¢ Display the network topology; create, edit, and delete the public networks
¢ Create and manage subnets Map and delete IP addresses to/from virtual machines

¢ Create, edit, and delete VPN tunnels

e Help Center

Further information on the Open Telekom Cloud and its services is available at https://docs.otc.t-systems.com/.

2.5 Service quotas

The services of the Open Telekom Cloud are limited by quotas, the default quotas can be viewed in the self-service-
portal (console) under “My Quotas” and adjusted via the service desk.

2.6 Open Telekom Cloud API

In addition to the Open Telekom Cloud self- service portal, Tenants may also deploy OpenStack APIs while using
standard OpenStack command line tools in order to provide new and manage existing resources via web service
interfaces. Through REST API calls, this APl supports customers in the fully automated provisioning of cloud resources.
Further information on the Open Telekom Cloud API is available in the Open Telekom Cloud self service portal (console)
under "Help Center." The APIs are standardized and can always be retrieved in the latest version at https://docs.otc.t-

systems.com/

2.7 Console access to virtual machines

The Open Telekom Cloud self-service-portal (console) provides virtual network computing (VNC) consoles for remote
login.

2.8 Sending invoices

Telekom will send the customer a monthly invoice for each contract (tenant) by email or post to the invoice email or
address given by the customer. The customer will get an individual connection overview in CSV format in MyWorkplace,
which contains the daily use of the Open Telekom Cloud resources in machine-readable form.
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2.9 Service adjustment by Telekom

If Telekom intends to amend the legal terms and conditions, service specifications, or prices, the customer will be
informed of these amendments in text form (e.g., by letter or email) at least six weeks before they become effective.
The amendments will be constituent parts of the agreement from the date of coming into effect subject to the
following conditions set out below in Items 1) to 2):

1. Telekom has the right to make unilateral amendments to legal terms and conditions, service specifications,
and prices which are in favor of the customer.

2.In the event of price increases, amendments to legal terms and conditions that are to the detriment of the
customer, and amendments to service specifications that are not merely of little importance, the customer
has the right to terminate the Agreement without notice on the date when the amendments announced in
text form take effect. The customer’s right of termination will be expressly referred to in the notification
about the amendments.

In the event of discontinuation/modification of essential functionalities or services, Telekom will inform the customer
regularly three months in advance.
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3 Services

31 Computing

311 Elastic Cloud Server

The Elastic Cloud Server (ECS) provides virtual & physical computing instances, which include:

e Processing units (CPUs / vCPUs)
e Memory (RAM)
* Block storage through Elastic Volume Service (EVS)

e Operating system image (public or private)

Customers can choose from pre-configured Elastic Cloud Server types, referred to as flavors.

3111 Virtual ECS instance types and flavors

Flavor group Flavor CPU RAM (GiB) Ratio Pricing Remarks Announcement
family
General purpose ‘s* s2 T 32 1-256 mM/12/ | 6211 Only in
1:4/1:8 EU-DE
s3 6.21.2
s7n 1-8 1-32 /127 6.21.3
1:4
Dedicated general purpose ‘¢ | ¢3 2-60 4-256 12/1:4 6.21.4
c3n 2-64 Only for
CCE Turbo
c4 6.21.5
cdne Only for
CCE Turbo
c/n 2-96 4-384 6.21.6
c9 2-192 4-752 6.21.7 expected to be available from 01.11.2025
Memory optimized ‘m*’ m3 2-60 16 - 512 1.8 6218
m3n Only for
CCE Turbo
m4 2-64 1:8/116/ | 6.219
1:32
m7n 2-96 16 -768 1:8 6.2110
m9 2-192 16 - 1504 62111 expected to be available from 01.11.2025
Large memory ‘e* e3 28-208 | 348- 112/1:14 | 62113 Only in
2932 EU-DE
Storage optimized ‘d* +i*' d2 4-60 32-540 1:8/1:9 6.2114
i3 8-64 64-512 1:4/1:8 6.2115 Only in
i3m 1.8 EU-NL
Flexible purpose ‘x*’ x1* 2-12 4-48 12/13/ | 6.2116 Only in
o~ 14 EU-DE

*additional conditions:

e Commercial limit applies of usage of max 50.000 EUR / month for each business partner

¢ No capacity guaranteed; Availability in a specific AZ not guaranteed
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311.2 Physical ECS instance types and flavors

Flavor group Flavor CPU RAM (GiB) Ratio Pricing Remarks
family
Physical c7t* 12 512 14,5 6.2117 Only in
EU-DE

* Provides INTEL Software Guard Extensions (SGX) for secure enclave

311.3 GPU accelerated ECS instance types and flavors

The ECS instances providing one or multiple GPUs using non-virtualizes Nvidia graphics cards with a direct & full access
to the GPU via pass through mapping - except g7v.

Flavor family CPU RAM (GiB) Ratio GPU GPUs Pricing Remarks Announcement
pi2 -64 32-256 1:4 NvidiaT4 [1-8 6.2112
piSe -96 32-384 Nvidiald |1-6 expected to be available from 01.08.2025
96 6-96 280-560 | 1:4/1:7 NvidiaT4 |1-2 Only in
EU-DE
g7 48-96 384-768 |1:8 Nvidia
g 8-24 64-192 A40 1/6-1/2 Virtualize
d
p2v 8-64 64 -512 Nvidia 1-4 With
V100 NVLink
p2s 2-64 1-8
p3 Nvidia
A100
pSs 20-160 240 - 112 Nvidia Onlyin
1920 H100 EU-DE

A compatibility matrix of supported operating systems can be found here
https://imagefactory.otc.t-systems.com/flavor-images

3.2 Dedicated host

With the Dedicated Host, the Open Telekom Cloud provides isolated and dedicated physical servers (known as
dedicated hosts). Provision, monitoring, and resource management are undertaken via the Open Telekom Cloud self-
service-portal (console). The following dedicated hosts are available to the customer for selection in the Open Telekom
Cloud self-service-portal (console):

Dedicated Host (type) Sockets VCPUs RAMin Supported Elastic Cloud Servers local disk Announcement
GiB
General purpose - s2-medium | 2 72 328 General purpose (s2)
General purpuse - s2 144 704
General purpose - s3 264 General purpose (s3)
General purpose - s7n 276 912 General purpose (s7n)
Dedicated general purpose - 60 256 Dedicated general purpose (c3)
c3
Dedicated general purpose - 74 296 Dedicated general purpose (c4)
c4
Dedicated general purpose - 98 392 Dedicated general purpose (c7n)
c7n
Dedicated general purpose - 376 752 Dedicated general purpose (c9) expected to be available from 0111.2025
c9
Dedicated general purpose - 1504 expected to be available from 0111.2025
c9Pro
Memory optimized - m3 60 512 Memory optimized (m3)
Memory optimized - m4 74 608 Memory optimized (m4)
Memory optimized - m7n 98 784 Memory optimized (m7n)
Memory optimized - m9 376 3008 Memory optimized (m9) expected to be available from 01.11.2025
Ultra High 1/0 - i3 80 324 Ultra High I/0 (i3) 10x 3,2
Ultra High I/O - i3 Pro 640 TiBNVMe | expected to be available from 15.07.2025
Ultra High 170 - i3m 64 512 Ultra High 170 (i3m) 8x1,6TiB
NVMe

Price Table at
6.2.2

31.3 Auto Scaling

When activated by the customer, auto-scaling uses the customer’s specified conditions for the automatic adjustment
(scale in and scale out) of its resources. In the process, auto-scaling interacts with the Elastic Cloud Server, Cloud Eye,
Elastic Load Balancer, Elastic Volume Service, and Elastic IP.

Price Table at 6.2.3
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31.4 Image Management Service

The Image Management Service enables Telekom to manage pre-configured operating system images (public images)
as well as customer-specific images. Every Elastic Cloud Server must be assigned an image by the customer.

Price Table at 6.2.4

3.4 Public images

The following public images are provided by Telekom. The full list of available and supported public images, including a
compatibility matrix, can be viewed at https://imagefactory.otc.t-systems.com/flavor-images.

1. SUSE Enterprise Linux (SLES)
2. Oracle Linux
3. Red Hat Enterprise Linux

4. Microsoft Windows Server

31.4.2 Private images

The customer can upload its own "private images" to the Image Management Service or to create them on the basis of
an Elastic Cloud Server. As an alternative to Telekom’s licenses, customers can also use their own licenses in their own
images or with Telekom’s public images, if this is permitted under the respective software manufacturer’s license
conditions (Bring Your Own License). However, the customer’s use of Microsoft Windows Server and Microsoft SQL
Server Licenses is limited to Physical and Dedicated Hosts.

31.5 FunctionGraph

FunctionGraph is a managed service that hosts and computes event-driven functions in a serverless environment. It
provides users an environment to write code without having to compile a program and set conditions when the function
should be triggered. The service manages the necessary compute resources fully automatically.

You will be billed based on the number of function requests and execution duration. Reserved instances can be created

to initialize functions to eliminate the impact of cold start on your services. Reserved instances are always alive in the
execution environment.

For the use of reserved instances, you will be billed based on the number of requests and the running duration of
reserved instances. The minimum running duration is 60s.

If “Idle Mode” in Reserved instances is active, you will be billed based on the number of requests and the spare
execution duration of reserved instances.

Price Table at 6.2.5
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3.2 Databases

3.21 Relational Database Service

The service enables the customer to create a relational online database. The customer is provided with operational
tools for automatic provisioning, maintenance, monitoring, backup, and recovery of the database. Each database
version is available as a synchronous primary/standby or single instance. In the case of primary/stand-by, read replicas
are also offered, which are billed as single instances. For MySQL and Postgre SQL, a distinction is made between
General Purpose and Dedicated variants. General Purpose shares CPU resources with other general-purpose instances
on the same physical machine to maximize CPU usage through resource reuse. Dedicated allocates completely and
exclusively CPU and memory and will not be affected by the behavior of other instances on the physical machine.

e MySQL (Price Table at 6.3.1.1)
e PostgreSQL (Price Table at 6.3.1.2)

¢ Microsoft SQL Server Standard and Enterprise Edition (MSSQL Server) (Price Table at 6.3.1.3)

The available pre-assembled Flavors for the Relational Database Service can be found in the price tables. The Elastic
Volume Service to be used with the Flavors has the following characteristics:

e Hard disc size: 40 GiBto 4 TiB

e Extreme SSD and Ultra-High I/0O (also called Cloud SSD)

No longer available from 01.03.2026:
RDS EVS Common I/0O and RDS EVS Common I/0O HA disks will reach the end of their service life (end-of-life) and
Common |/0 will be switched off for all customers.

Prices for storage and backup can be found under 6.3.1.4
The following RDS MySQL proxies are available:

Relational Database Service vCPU RAM MysaL

Flavor (type) (quantity)

RDS Proxy large 2 4GiB X
RDS Proxy xlarge 4 8GiB

RDS Proxy 2xlarge 8 16 GiB

3.2.2 Distributed Cache Service

Price Table for Distributed Cache Service basierend auf Redis 3.x at 6.3.2.1

New Redis 3.x instances can no longer be booked. The existing instances can still be used as usual.

Price Table for Distributed Cache Service basierend auf Redis 4.x, 5.x und 6.x at 6.3.2.2

Distributed Cache Service allows the customer to create a NoSQL in-memory database based on Redis. The customer is
provided with operational tools for automatic provisioning, maintenance, monitoring, backup, and recovery of the

database. The following pre-assembled Flavors are available to customers via the Open Telekom Cloud self- service-
portal (Console) for using the Distributed Cache Service; there are tree different variants:
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e Single: each DCS instance only runs on one cache node (primary)
e Primary / Standby: the DCS instances run in Master / Standby mode. With 2-5 Replicas

e Clusters: Base on distributed architecture and data is evenly sharded and stored on three cluster nodes,
providing higher performance. Each cluster node support 2-5 replicas to ensure reliability

Two additional DCS instance types:
e Read/Write splitting: DCS Operations are automatically routed to the correct instances

® Proxy cluster: Based on DCS Cluster - hiding clustering and fail-over mechanisms from clients

Distributed Cache Service Total Max. Maximum
Flavor (type) Memory Connections. Bandwidt
(Default/Limit) h
Single Node and Master 0125GiB | 10,000/10,000 | 40 Mbit/s
Standby Node
0.25GiB 80 Mbit/s
0.5GiB
1GiB 10,000/50,000
2GiB 128 Mbit/
S
4GiB 192 Mbit/
8GiB s
6 GiB 256 Mbit/
4 GiB s
2 GiB
48 GiB
64 GiB 384 Mbit/
S

Cluster node: the Distributed Cache instances run in "Cluster" mode.

Distributed Cache Service Total Shards Max. Maximum
Flavor (type) Memory (Master Connections Bandwidt
Nodes) (Default/Limit) h
Cluster-Node 4GiB 3 30,000/150,000 | 2304
8 GiB Mbit/s
16 GiB
24 GiB
32GiB
48 GiB 6 60,000/300,00 | 4608Mbit
0 /s
64 GiB 8 80,000/400,00 | 6144Mbit/
0 s
96 GiB 12 120,000/600,0 | 9216Mbit/
00 s
128 GiB 16 160,000/800,0 | 12,288Mbi
t/s
192 GiB 24 240,000/1,200, | 18,432Mbi
t/s
256 GiB 32 320,000/1,600, | 24,576Mbi
t/s
384 GiB 48 480,000/2,400 | 36,864Mbi
,000 t/s
512GiB 64 640,000/3,200, | 49152Mbi
t/s
768GiB |96 960,000/4,800, | 73,728Mbi
000 t/s
1024 GiB | 128 1,280,000/6,40 | 98,304Mbi
0,000 t/s

3.2.5 Document Database Service

Document Database Service (DDS) is a cloud computing-based NoSQL database featuring high performance storage,
high availability architecture, and disaster recovery failover, along with online scaling, backup, and restoration
capabilities. The Single Node, Cluster and Replica Set modes with the following pre-assembled Flavors are available to

the customer via the Open Telekom Cloud self-service portal (console) for using the Document Database Service: Single
Node Deployment

Service Specifications & Additional Terms and Conditions Open Telekom Cloud Page 16 / 114
Last revised: 05.11.2025



Document Database Service vCPU RAM EVShard | EVShard

(type) (quantity) disk size | disk types
Node 1 268 T0GiBto | Ultra-High
2 8GiB 2TiB 1/0
4 16 GiB
8 32GiB
16 64 GiB
Cluster Modus
Document Database Service vCPU RAM EVShard | EVShard
(type) (quantity) disk size | disk types
Mongos Node 1 4 G?B
2 8GiB
4 16 GiB
8 32GiB
16 64 GiB
Shard Node 1 4GiB 10GiBto1 | Ultra-High
2 8GiB TiB 1/0
4 16 GiB
8 32GiB
16 64 GiB
Config Node 2 4GiB 20GiB

The minimum configuration of a Document Database instance in Cluster mode consists of 2x Mongo nodes, 2x Shard
nodes and 1x Config node. Replica set (consisting of three nodes: Primary, Secondary and Hidden)

Document Database Service vCPU RAM EVS Festplatten- EVS Festplatten-
(Typ) (Anzahl) gréRe typen
Node 1 4GiB 10 GiB bis 2 TiB Ultra-High 1/0

2 8GiB

4 16 GiB
8 32 GiB
16 64 GiB

Price Table at

3.2.4 Cloud Search Service

The Cloud Search Service enables the customer to create a NoSQL database. The service supports the Elastic Search
protocol. The customer is provided with operational tools for automatic provisioning, scaling, maintenance, monitoring,
backup, and recovery of the database. A Cloud Search Service instance can be deployed as standalone or cluster mode.
A cluster consists of at least 3 and up to 32 nodes. The following pre-assembled Flavors are available to the customer
via the Open Telekom Cloud self-service portal (console) for using the Cloud Search Service:

Cloud Search Service (type) vCPU RAMin EVS disk
(amount) GiB size in GiB
css.medium.8 1 8 40 - 640
css.large.4* 2 40-800
css.large.8* 16 40 -
1,280
css.xlarge.2 4 8 40 - 800
css.xlarge.4 16 40 -
1,600
css.xlarge.8 32 40 -
2,560
css.2xlarge.2 8 16 80—
1,600
css.2xlarge.4 32 80 -
3,200
css.2xlarge.8 64 80 - 5120
css.4xlarge.2 16 32 100 -
3,200
css.4xlarge.4 64 100 -
6,400
css.4xlarge.8 128 160 -
10,240
css.8xlarge.2 32 64 320 -
10,240
css.8xlarge.4 128 160 -
10,240
css.8xlarge.8 256 320
20,480

No longer available from 01.01.2026:
Node Storage Type Common I/ 0O disk will reach the end of their service life (end-of-life) and Common I/0 will be
switched off for all customers.

Price Table at 6.3.4 *The service can only be booked on a limited basis.
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3.2.5 Data Replication Service

The Data Replication Service allows users to do online migration and synchronization of databases in real time. It
simplifies the data migration processes and reduces migration efforts. The customer is provided with operational tools
for querying the migration progress, checking migration logs, and comparing migration items. Price Table at 6.3.5

3.2.6 TaurusDB

TaurusDB is the enterprise-class distributed database. It is fully compatible only with MySQL 8.0 and provides high
scalability and massive storage capacity. It uses a decoupled compute and storage architecture. The following x86
Flavors are available to the customer:

VCPU (quantity) RAM Max.
number of
connection
s
2 8GiB 10,000
4 32GiB
8 64 GiB
16 128 GiB 18,000
32 256 GiB 30,000
64 512GiB 60,000
Price Table at

3.2.7 GeminiDB

GeminiDB is a cloud-native NoSQL database compatible with Cassandra. It supports Cassandra Query Language (CQL),
which gives you SQL-like syntax. The following x86 Flavors are available to the customer:

GeminiDB NoSQL (type) vCPU RAM Max.
(quantity) Storage
Space
(GiB)
geminidb.cassandra.xlarge.8 | 4 32GiB 96,000
geminidb.cassandra.2xlarge.8 | 8 64 GiB
geminidb.cassandra.4xlarge.8 | 16 128 GiB
geminidb.cassandra.8xlarge.8 | 32 256 GiB 192,000
geminidb.cassandra.15xlarge.8 | 60 480 GiB 360,000

Price Table at
6.3.7

3.2.8 Distributed Database Middleware

Distributed Database Middleware (DDM) is a MySQL- compatible, distributed middleware service designed for
relational databases. It can resolve distributed scaling issues to break through capacity and performance bottlenecks of
databases, helping handle highly concurrent access to massive volumes of data. Price Table at 6.3.8

3.2.9 Data Admin Service

Data Admin Service (DAS) is a one-stop cloud database management platform that allows you to manage databases on
a web console. It offers database development, O&M, and intelligent diagnosis, making it easy to use and maintain your
databases. Price Table at 6.3.9
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3.210 Oracle-optimized

A virtual compute server Oracle- optimized consists of a virtual processor (vCPU), virtual memory (RAM), OS image
(Oracle- optimized operating system) and storage classes (ZFS) specially optimized for databases. To initially provide an
Oracle- optimized service, manual configurations are required in the customer tenant’s network. Customer’s
cooperation is necessary here. There is a one-time setup fee for the setup. This includes the necessary configuration of
all network components between Oracle- optimized flavors and VPCs of Open Telekom Cloud tenant.

A Direct Connect connection is a must have and will be additional charged separately.

Oracle-optimized service supports only Bring your own License (BYOL).

Oracle-optimized service only supports Oracle Enterprise Edition.

The following Oracle-optimized Server types are offered:

Oracle-optimized Server Flavor | Hyperviso vCPU RAM VS - Announcement
(Typ) r (quantity) hard disk
size
oo.xlarge.4 KVM 4 16 GiB uptozu
o00.2xlarge.4 8 32GiB 16TiB
00.2xlarge.8 64 GiB
00.2xlarge.16* 128 GiB
00.2xlarge.32* 256 GiB expected to be no longer available from 01.10.2025
00.3xlarge.5 12 64 GiB
00.3xlarge.10* 128 GiB
00.3xlarge.20* 256 GiB expected to be no longer available from 01:10.2025
oo.4xlarge.4 16 64 GiB
oo.4xlarge.8 128 GiB
0o.4xlarge16* 256 GiB expected to be no longer available from 01.10.2025
00.6xlarge.10 24
00.6xlarge.20* 512 GiB expected to be no longer available from 01:10.2025
00.8xlarge.8 32 256 GiB expected to be no longer available from 01:10.2025
00.8xlarge.16* 512GiB expected to be no longer available from 01.10.2025

Price Table at 6.3.10

Other sizes are available upon request. Please contact our customer support (Service Desk). The above Oracle-
optimized server types are available in 2 Availability Zones within the EU-DE region. Oracle-optimized Servers can only
be booked in conjunction with Oracle-based Storage (ZFS).

*These flavors are only available in limited quantities. Please contact our customer support if you are interested. After
consultation, they will activate the flavor in your tenant if available.

3.2101  High availability

Can be achieved by setting up multiple Oracle- optimized instances in different Availability Zones. The necessary
database replications must be set up by the customer themselves.

3.210.2 License terms

License terms for the usage of Oracle Linux operating system can be found in Chapter 3.11.2 Individual license terms.
For further information regarding licensing, please contact our customer support (Service Desk).
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3.5 Storage

3.31 Object Storage Service

The Object Storage Service is object-based data storage that is offered in the Standard, Warm, and Cold classes. The
data storage is available via the S3 protocol. The Object Storage Service allows buckets (containers) and storage
objects to be created, and objects to be called up and deleted. The customer can control the access at bucket level.
Object Storage Service offers a high scalability. Price Tables at 6.4.1

3.3.2 Elastic Volume Service

The Elastic Volume Service is provided in block-level storage capacities. A volume can be adjusted online if supported
by the operating system.

Up to 32 block storages of the following block storage types may be assigned to each Elastic Cloud Server:

Common High I/0 GPSSD GP SSD V2** Ultra-High | Extreme
1/0 1/0 SSD*
Max. |OPS per disk 1,000 3,000 20,000 Configurable from 3,000 - 128,000*** 20,000 128,000
Max. data throughput per disk [ 90MB/s [ 150 MB/s | 250 MB/s | Configurable from 125 MB/s - 1,000 MB/ 350 MB/s | 1GiB/s
peveny

Average response time 10-15ms | 6-10ms 1ms ms 1-3ms Submillis
econds

*The Extreme SSD disk in the EU-NL region is only available in limited quantities. If you are interested, please contact
our customer support. After consultation, they will activate the discs in your tenant when quantities are available.

** The General Purpose SSD V2 (GP SSD V2) will be released from 01.08.25 onwards. A dedicated release note will
inform about the availability of the GP SSD V2.

*** The max. IOPS for a disk is 500 multiplied with the size of the EVS Disk in GiB - e.g. a disk with 30 GiB can be
configured to a max. of 15.000 IOPS. (500 x 30 GiB =15.000 IOPS)

**** The max. throughput for a disk is less or equal to IOPS divided by 4 - a disk with 3,000 IOPS can support max. 750
MB/s

No longer bookable from 01.07.2025:
The EVS Common I/0 disks. This means that no new disks can be provisioned via the console.

No longer available from 01.01.2026:
Common I/ 0 disks will reach the end of their service life (end-of-life) and Common I/ O will be switched off for all
customers.

Price Table at 6.4.3

No longer available from 01.01.2026:
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3.3.3 Volume Backup Service

The Volume Backup Service offers the option of a full backup to restore local system and storage data using the
Object Storage Service. A backup is a "snapshot copy" of an Elastic Volume Service. The data backup can be
scheduled and carried out across all availability zones. Due to the extensive functionalities we suggest to use the
Cloud Backup & Recovery Services for mission critical workloads. You can find a migration functionality from Volume
Backup Service to Cloud Backup & Recovery Service within the OTC Console under the service Cloud Backup &
Recovery Service.

Please use the migration function of the Cloud Backup & Recovery Service (CBR) to migrate your backups to the
Cloud Backup & Recovery Service.

Price table at 6.4.6.

No longer available from 01.01.2026:

3.3.4 Cloud Server Backup Service

The Cloud Server Backup Service provides the customer with a backup/restore solution for Elastic Cloud Servers. All
Elastic Volumes of the Elastic Cloud Server are backed up. The customer is able to configure the execution time of the
automated backup as well as the backup’s retention period. Because of the extensive feature set, we recommend
using the Cloud Backup & Recovery Service. A migration function to the Cloud Backup & Recovery Service can be
found in the OTC Console/User Interface under the "Cloud Backup & Recovery" Service.

Please use the migration function of the Cloud Backup & Recovery Service (CBR) to migrate your backups to the
Cloud Backup & Recovery Service.

Price table at 6.4.6.

3.3.5 Scalable File Service

The Scalable File Service (SFS) provides the customer with scalable data storage based on NFSv3 within its Tenant. The
customer can select from upcoming file-services:

SFS SFS SFS Turbo | SFSTurbo | SFSTurbo | SFSTurbo | SFSTurbo | SFSTurbo | SFSTurbo | SFSTurbo | SFSTurbo | SFSTurbo
Common General Standard | Standard | Performanc | Performanc | HPC 20 HPC 40 HPC125 | HPC250 | HPC500 | HPC1000
1/0* Purpose Enhanced e e Enhanced

Volume size upto4PB | upto4 PB SOOGEI— 10TiB- 500 GiB - 10TiB- 3.6TiBto [1.2TiBto1[1.2TiBto1|1.2TiBto1 [1.2TiBto1 |1.2TiBto1
327TiB 320TiB 32TiB 320TiB 1PB PB PB PB PB PB

*The service will reach the end of its life on December 31, 2025. Please migrate to the “General Purpose File System.”

Price Table at 6.4.4

3.3.6 Storage Disaster Recovery Service

The Storage Disaster Recovery Service (SDRS) replicates your block storage data to another AZ of the Open Telekom
Cloud. This means that in the event of a failure of an AZ, you can start the corresponding servers with the current data in
another AZ. With the DR drill function, it is possible to test the failure mechanisms and disaster recovery function at any
time. Price Table at 6.4.5
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3.5.7 Cloud Backup and Recovery

The Cloud Backup and Recovery Service provides a backup/ restore solution for the Elastic Cloud Service, Elastic
Volume Service & SFS Turbo. The customer can choose whether all or individual Elastic Volumes of an Elastic Cloud
Server or SFS Turbo Shares are backed up. The customer has the option to configure the execution time of the
automated backup and its retention period. The backup of SFS Turbo shares can be used to create new Scalable File
Service Turbo shares. A direct restore of SFS Turbo shares is not available. The replication function can be used to
transfer Elastic Cloud Service backups from one region of the Open Telekom Cloud to another.

Price table at 6.4.6.

3.4 Network

3.4 Virtual Private Cloud

One or more Virtual Private Clouds are available to the customer. Communication takes place only within the respective
Tenant. A Virtual Private Cloud is a virtual network environment, including the IP address areas, partial networks, virtual
routers, security groups, and firewall access authorization lists (ACL policy).

No longer bookable from 01.03.2025:
The customer is provided with a Classic VPN gateway on an IP-Sec basis for the connection with its corporate
network.

A final end of live of the Classic VPN in EU-DE is scheduled for 01.06.2025. Existing customers will have to migrate to
our Enterprise VPN service by 01.06.2025.

Customers in the EU-NL region are not affected by the above changes.

No longer available from 01.05.2025:
The NAT64 service, provided that the IPvé functionality has left the public beta phase.

Price Table at 6.5.1

3.411 VPC Flow log

The VPC Flow log function enables network traffic from and to the virtual network card to be logged by Elastic Cloud
Servers Flavors s2, c3, and m3. The logs created are transmitted to the Log Tank Service and stored there centrally. The
logs can be filtered and analyzed there.

3.4.2 ElasticlP

Elastic IP provides public IP addresses for an instance (e.g., ECS or ELB). Via a virtual network map, the static public IP
address enables a connection between the customer resources in the Open Telekom Cloud and the internet. Elastic IP
supports any data traffic via the UDP, TCP, and ICMP protocols for both inbound and outbound internet connections.
The Mail BGP elastic IP type can be used for outbound SMTP connections via port 25. For security reasons (protection
against SPAM blacklists), outbound SMTP connections are activated via ports 465 and 587 on the central firewall
exclusively to the Secure Mail Gateway Service of the Open Telekom Cloud.

Price Table at 6.5.2
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3.4.5 Elastic Load Balancer

The Elastic Load Balancer distributes the network load to several Elastic Cloud Servers. The service can interact with
the Auto Scaling function. The following Elastic Load Balancer variants are available:

1. Shared Elastic Load Balancer

2. Dedicated Elastic Load Balancer

1. Application load balancing (layer 7)
2. Network load balancing (layer 4)

The resources of the Dedicated Elastic Load Balancer are provided dedicatedly per instance. The customer has the
possibility to distribute a Dedicated Elastic Load Balancer across up to three Availability Zones.

For Dedicated Elastic Load Balancer, both flavors with fixed performance and a scaling elastic flavor are available.

Price Table at 6.5.3

3.4.4 Domain Name Service

The Domain Name Service resolves a domain name to an elastic IP address. The customer can configure DNS zones and
DNS zone records for internal as well as external communications. Price Table at 6.5.4

3.4.5 Direct Connect

Direct Connect enables the connection of a your local network to the Open Telekom Cloud. On the OTC side, you require
a virtual infrastructure consisting of virtual routers in your VPC. To connect your locations, you need to engage a
network provider for the OTC data center connection. There are dedicated Ports and hosted ports available for Direct
Connect, make sure to inquire about the available connection options from the helpdesk beforehand. For various use
cases (such as termination on a crypto box or physical firewall), it is also possible to rent a co-location environment to
connect your systems in- house to the Open Telekom Cloud. Direct Connect can also be setup in a redundant 2 port
configuration.

Price Table at 6.5.5

No longer available from 01.02.2025:
Direct Connect 1.0 and the Private Link Access Service (PLAS). Affected customers must migrate to the new Direct
Connect 2.0 Architecture. Please contact our Service Desk to arrange a migration date.

3.4.6 Secure Mail Gateway

The Secure Mail Gateway Service enables customers to send emails through applications hosted in the Open Telekom
cloud. Telekom reserves the right to limit the number of emails to 100 emails/minute. Price Table at 6.5.6
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3.4.7 NAT Gateway

3.4.71 Public NAT Gateway

The NAT Gateway Service offers the possibility of establishing connections between instances of a subnet and the
internet via a shared Elastic IP, without, conversely, access from the internet to the respective instances being possible.
The following NAT gateway types are available to the customer for selection:

NAT gateway (type)

Maximum
number of
SNAT
connection
s

Maximum
number of
SNAT
connections
per second

Micro

1,000

100

Small

10,000

1,000

Medium

50,000

5,000

Large

200,000

10,000

Extra-Large

1,000,000

30,000

Price Table at
6.5.71

3.4.7.2 Private NAT Gateway

The Private NAT Gateway Service offers the posibillity of establishing connections between instances of a subnet and
an on.premise data center or other subnets. There are the following types of Private NAT Gateway:

NAT Gateway Type Maximum
SNAT
Connection
s

Small 2000
Medium 5000
Large 20000
Extra-Large 50000

Price Table at 6.5.7.2

3.4.8 VPC Endpoint

The VPC Endpoint enables a private connection to be established between the Virtual Private Cloud and VPC Endpoint
services, without an elastic IP, NAT gateway or VPN connection being required. An overview of the supported services
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